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#### Abstract

In a recent monograph, Deift and McLaughlin considered the continuum limit of the Toda lattice and solved the problem using perturbation techniques, such as the Wentzel-Kramers-Brillouin (WKB) method. We present an alternative approach based on the analytic theory of discrete orthogonal polynomials. The method is based on some extremal problems in the theory of logarithmic potentials and relies on some results for the asymptotic theory of orthogonal polynomials with a discrete orthogonality measure.


PACS number: 05.50.+q
Mathematics Subject Classification: 42C05, 37K10

## 1. Introduction

In a recent monograph, Deift and McLaughlin [4] considered the continuum limit of the Toda lattice and solved the problem using perturbation techniques, such as the Wentzel-KramersBrillouin (WKB) method. We present an alternative approach based on the analytic theory of discrete orthogonal polynomials [5, 6, 8, 9, 12].

The finite Toda lattice can be analysed using the finite chain of differential equations

$$
\begin{array}{ll}
\frac{\mathrm{d} a_{k, N}}{\mathrm{~d} t}=\left(b_{k, N}^{2}-b_{k-1, N}^{2}\right) & k=1,2, \ldots, N \\
\frac{\mathrm{~d} b_{k, N}}{\mathrm{~d} t}=\frac{b_{k, N}}{2}\left(a_{k+1, N}-a_{k, N}\right) & k=1,2, \ldots, N-1 \tag{1}
\end{array}
$$

with $b_{0, N}=b_{N, N}=0$ and with initial data

$$
\begin{equation*}
a_{k, N}(0) \quad b_{k, N}(0) \quad 1 \leqslant k \leqslant N \tag{2}
\end{equation*}
$$

The Cauchy problem consists of finding $a_{k, N}(t), b_{k, N}(t)$ for $t>0$ satisfying the differential equations (1) with initial data (2).

The continuum limit is when the limits

$$
\begin{equation*}
\lim _{N \rightarrow \infty, k / N \rightarrow x} a_{k, N}(0)=a(x) \quad \lim _{N \rightarrow \infty, k / N \rightarrow x} b_{k, N}(0)=b(x) \tag{3}
\end{equation*}
$$

exist uniformly for $0 \leqslant x \leqslant 1$, and in this case we want to obtain the limits

$$
\begin{equation*}
\lim _{N \rightarrow \infty, k / N \rightarrow x} a_{k, N}(N t)=a(x, t) \quad \quad \lim _{N \rightarrow \infty, k / N \rightarrow x} b_{k, N}(N t)=b(x, t) \tag{4}
\end{equation*}
$$

for $0<x<1$ and $t>0$. Under appropriate conditions these limits $a(x, t), b(x, t)$ satisfy the system of partial differential equations

$$
\begin{align*}
& \frac{\partial a}{\partial t}=2 b \frac{\partial b}{\partial x} \\
& \frac{\partial b}{\partial t}=\frac{b}{2} \frac{\partial a}{\partial x} \tag{5}
\end{align*}
$$

with initial conditions $a(x, 0)=a(x), b(x, 0)=b(x)$, and boundary condition $b(0, t)=0=$ $b(1, t)$. If we put

$$
\begin{equation*}
\alpha(x, t)=a(x, t)-2 b(x, t) \quad \beta(x, t)=a(x, t)+2 b(x, t) \tag{6}
\end{equation*}
$$

then these functions satisfy

$$
\begin{align*}
& \frac{\partial \alpha}{\partial t}=-\frac{\beta-\alpha}{4} \frac{\partial \alpha}{\partial x} \\
& \frac{\partial \beta}{\partial t}=\frac{\beta-\alpha}{4} \frac{\partial \beta}{\partial x} \tag{7}
\end{align*}
$$

This system is called the continuum limit of the Toda lattice. It gives a nice example of a model hyperbolic PDE, which for $\alpha \equiv 0$ reduces to the well-known inviscid Burgers equation.

The finite discrete system (1) was solved by Moser $[10,11]$ and the solution can be presented in terms of discrete orthogonal polynomials. Define the Jacobi matrix
$L_{N}(t)=\left(\begin{array}{cccccc}a_{1, N}(t) & b_{1, N}(t) & & & & \\ b_{1, N}(t) & a_{2, N}(t) & b_{2, N}(t) & & & \\ & b_{2, N}(t) & a_{3, N}(t) & b_{3, N}(t) & & \\ & & \ddots & \ddots & \ddots & \\ & & & b_{N-2, N}(t) & a_{N-1, N}(t) & b_{N-1, N}(t) \\ & & & & b_{N-1, N}(t) & a_{N, N}(t)\end{array}\right)$
with eigenvalues $\lambda_{j, N}(t)(j=1,2, \ldots, N)$. This Jacobi matrix gives a finite system of orthonormal polynomials through the recurrence relation
$\lambda p_{k, N}(\lambda, t)=b_{k+1, N}(t) p_{k+1, N}(\lambda, t)+a_{k+1, N}(t) p_{k, N}(\lambda, t)+b_{k, N}(t) p_{k-1, N}(\lambda, t)$
for $0 \leqslant k \leqslant N-2$, and

$$
p_{N, N}(\lambda, t)=\left(\lambda-a_{N, N}(t)\right) p_{N-1, N}(\lambda, t)-b_{N-1, N}(t) p_{N-2, N}(\lambda, t)
$$

with initial conditions $p_{0, N} \equiv 1$ and $p_{-1, N} \equiv 0$. These polynomials (in the variable $\lambda$ ) are orthonormal with respect to a discrete measure $\mu_{N}$ supported on the eigenvalues $\left\{\lambda_{j, N}(t): j=1,2, \ldots, N\right\}$, which are precisely the zeros of $p_{N, N}(\lambda, t)$ :

$$
\begin{equation*}
\sum_{j=1}^{N} p_{k, N}\left(\lambda_{j, N}\right) p_{\ell, N}\left(\lambda_{j, N}\right) w_{j, N}=\delta_{k, \ell} \quad 0 \leqslant k, \ell \leqslant N-1 \tag{10}
\end{equation*}
$$

where

$$
\begin{equation*}
w_{j, N}=\frac{1}{\sum_{k=0}^{N-1} p_{k, N}^{2}\left(\lambda_{j, N}\right)} \tag{11}
\end{equation*}
$$

For convenience we will use the discrete measure

$$
\begin{equation*}
\mu_{N}(\lambda, t)=\sum_{j=1}^{N} w_{j, N}(t) \delta\left(\lambda-\lambda_{j, N}(t)\right) \tag{12}
\end{equation*}
$$

so that the orthonormality (10) is written as

$$
\begin{equation*}
\int p_{k, N}(\lambda, t) p_{\ell, N}(\lambda, t) \mathrm{d} \mu_{N}(\lambda, t)=\delta_{k, \ell} \quad 0 \leqslant k, \ell \leqslant N-1 \tag{13}
\end{equation*}
$$

Theorem 1 (Moser). If $a_{k, N} \in \mathbb{R}(1 \leqslant k \leqslant N)$ and $b_{k, N}>0(1 \leqslant k \leqslant N-1)$, then
(i) The system (1) has a global solution for any $t>0$.
(ii) The solution can be obtained by the following procedure:

- First find the eigenvalues $\lambda_{j, N}(1 \leqslant j \leqslant N)$ and the weights $w_{j, N}(1 \leqslant j \leqslant N)$ for the Jacobi matrix $L_{N}(0)$ containing the initial data (the direct spectral problem).
- Take the evolution of the spectral data

$$
\begin{aligned}
& \frac{\mathrm{d} \lambda_{j, N}}{\mathrm{~d} t}=0 \\
& w_{j, N}(t)=\frac{\mathrm{e}^{\lambda_{j, N} t} w_{j, N}}{\sum_{k=1}^{N} \mathrm{e}^{\lambda_{k, N} t} w_{k, N}}
\end{aligned}
$$

so that

$$
\begin{equation*}
\mathrm{d} \mu_{N}(\lambda, t)=\frac{\mathrm{e}^{\lambda t} \mathrm{~d} \mu_{N}(\lambda, 0)}{\int \mathrm{e}^{y t} \mathrm{~d} \mu_{N}(y, 0)} . \tag{14}
\end{equation*}
$$

- Obtain the Jacobi matrix $L_{N}(t)$ for $\mu_{N}(\lambda, t)$ (the inverse spectral problem), e.g., by expanding the rational function

$$
\int \frac{\mathrm{d} \mu_{N}(\lambda, t)}{z-\lambda}
$$

into a terminating continued fraction ( $J$-fraction).
Thus the procedure of integrating the Toda equations (1) is given by the following scheme


## 2. Operator and spectral data for the continuum limit

For the continuum limit (5) we take the operator data as $a(x), b(x) \in C[0,1]$ (or $\alpha(x), \beta(x) \in$ $C[0,1]$; see (6)). For the finite discrete problem the operator data are

$$
a_{k, N}=a(k / N) \quad b_{k, N}=b(k / N)
$$

It is clear that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} a_{[x N], N}=a(x) \quad \lim _{N \rightarrow \infty} b_{[x N], N}=b(x) \tag{15}
\end{equation*}
$$

holds uniformly for $x \in[0,1]$, where $[x N]$ is the greatest integer less than or equal to $x N$.
The spectral data for the discrete finite system $\lambda_{j, N}, w_{j, N}(j=1, \ldots, N)$ are collected in the discrete measure $\mu_{N}$. We define the spectral data for the continuum limit as the measure $\sigma$ and the function $Q \in C[\operatorname{supp}(\sigma)]$ satisfying

$$
\begin{align*}
& \sigma(\lambda)=\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{j=1}^{N} \delta\left(\lambda-\lambda_{j, N}\right)  \tag{16}\\
& \lim _{N \rightarrow \infty} \max _{1 \leqslant j \leqslant N}\left|\frac{1}{N} \log w_{j, N}-Q\left(\lambda_{j, N}\right)\right|=0 \tag{17}
\end{align*}
$$

## 3. Inverse problem for the continuum limit

The inverse spectral problem for the continuum limit is to find the operator data $a(x), b(x)$ if the spectral data $(\sigma, Q)$ are given. In terms of the discrete orthogonal polynomials the inverse problem is to find the limits (15) of the coefficients of the recurrence relation (9) of the orthonormal polynomials satisfying (13) by means of information about the limit behaviour (16), (17) of the orthogonality measure. This problem can be solved by finding appropriate asymptotics for the orthogonal polynomials. The basic known result in this direction was obtained by Rakhmanov [12] for $Q=0$ and extended for a general class of functions $Q$ by Dragnev and $\operatorname{Saff}[5,6]$ (see also [8]). It is more convenient to work with monic orthogonal polynomials $P_{k, N}(\lambda)=\lambda^{k}+\cdots$ which satisfy the recurrence relation

$$
\begin{equation*}
\lambda P_{k, N}(\lambda)=P_{k+1, N}(\lambda)+a_{k+1, N} P_{k, N}(\lambda)+b_{k, N}^{2} P_{k-1, N}(\lambda) \tag{18}
\end{equation*}
$$

with $P_{0, N}=1$ and $P_{1, N}=\lambda-a_{1, N}$.
Theorem 2 (Rakhmanov, Dragnev-Saff). If the orthogonality measures (12) for the families of discrete orthonormal polynomials (10) satisfy the limiting conditions (16) and (17), together with a technical condition on the eigenvalues (a 'separation condition'):

$$
\left|\lambda_{j+1, N}-\lambda_{j, N}\right|>\mathcal{O}(1 / N) \quad k=1, \ldots, N-1
$$

then the following asymptotic formula

$$
\begin{equation*}
\lim _{N \rightarrow \infty}\left|P_{[x N], N}(z)\right|^{1 / n}=\exp \left(-\frac{1}{x} V_{\tau_{x}}(z)\right) \tag{19}
\end{equation*}
$$

holds uniformly for $z$ belonging to compact sets of $\overline{\mathbb{C}} \backslash \operatorname{supp}\left(\tau_{x}\right)$ and $x \in[0,1]$. Here

$$
V_{\tau}(z)=\int \log \frac{1}{|z-\lambda|} \mathrm{d} \tau(\lambda)
$$

is the logarithmic potential of a measure $\tau$ and the family of measures $\tau_{x}, x \in[0,1]$ solves the extremal problem of minimizing the logarithmic energy with external field $Q$ given by (17) for measures $\mu$ of total mass $x$, constrained by the measure $\sigma$ given in (16), i.e.,

$$
\begin{equation*}
W_{Q}\left(\tau_{x}\right)=\inf _{\mu(\mathbb{R})=x, \mu \leqslant \sigma} W_{Q}(\mu) \tag{20}
\end{equation*}
$$

with

$$
W_{Q}(\mu)=\iint \log \frac{1}{|s-t|} \mathrm{d} \mu(s) \mathrm{d} \mu(t)-\int Q(t) \mathrm{d} \mu(t)
$$

The separation condition can be weakened considerably (see [1]) but this is not so relevant in our analysis. The family of extremal measures $\tau_{x}, x \in[0,1]$ satisfies the following equilibrium condition (see [5, 6, 8, 12]):

Theorem 3 (Rakhmanov, Dragnev-Saff). The solution of the extremal problem (20) exists and is unique. Furthermore this solution is characterized by the following relations

$$
V_{\tau_{x}}(\lambda)-\frac{1}{2} Q(\lambda) \begin{cases}\geqslant \gamma_{x} & \lambda \in \operatorname{supp}\left(\sigma-\tau_{x}\right)  \tag{21}\\ =\gamma_{x} & \lambda \in \operatorname{supp}\left(\sigma-\tau_{x}\right) \cap \operatorname{supp}\left(\tau_{x}\right):=\Sigma_{x} \\ \leqslant \gamma_{x} & \lambda \in \operatorname{supp}\left(\tau_{x}\right) .\end{cases}
$$

This means that, for each $x \in[0,1]$, the equilibrium conditions (21) uniquely define the extremal constant $\gamma_{x}$ and the extremal measure $\tau_{x}$ for the problem (20).

If the set $\Sigma_{x}$ for the extremal measure $\tau_{x}$ is an interval:

$$
\begin{equation*}
\Sigma_{x}=[\alpha(x), \beta(x)] \tag{22}
\end{equation*}
$$

then, as we shall show later, the right-hand side of the asymptotic formula (19) contains the solution of the direct problem. If the limits of the recurrence coefficients (15) exist, then they are given by

$$
\begin{equation*}
\lim _{N \rightarrow \infty} a_{[x N], N}=\frac{\alpha(x)+\beta(x)}{2} \quad \lim _{N \rightarrow \infty} b_{[x N], N}=\frac{\beta(x)-\alpha(x)}{4} . \tag{23}
\end{equation*}
$$

However, to justify the existence of these limits, we need to have a stronger asymptotic formula for the orthonormal polynomials. Actually we need an asymptotic formula for the ratio of two consecutive discrete orthogonal polynomials. Note that the limit of the ratio of two consecutive terms of a sequence does not always exist when the $n$th root of the sequence exists, but if the limit of the ratio exists, then it is related to the limit of the $n$th root.

The ratio asymptotics for discrete orthogonal polynomials is still an open problem. The corresponding result for polynomials orthogonal with respect to a continuous measure on an interval was obtained by Rakhmanov [13]. It would be useful to prove an analogous result (under appropriate conditions) for the discrete case.

In this paper we give a conditional solution of the inverse problem in the following sense:
Theorem 4. If the continuum limit operator data (15) exist, then the limit functions $a(x)$ and $b(x)$ can be obtained from the continuum limit spectral data (16) and (17) by means of (21)(23).

Before stating a conditional theorem about the ratio asymptotics of the discrete orthogonal polynomials, we rewrite the formula for the $n$ th-root asymptotics (19) using the following representation of the extremal measure $\tau_{x}$.

Theorem $5(\operatorname{see}[2,3,8])$. The density of the extremal measure is given by

$$
\begin{equation*}
\tau_{x}^{\prime}(\lambda)=\int_{0}^{x} \omega_{\Sigma_{y}}(\lambda) \mathrm{d} y \tag{24}
\end{equation*}
$$

where $\omega_{[\alpha, \beta]}$ is the usual density of the equilibrium measure (Chebyshev measure) for the interval $[\alpha, \beta]$

$$
\omega_{[\alpha, \beta]}(\lambda)=\frac{1}{\pi} \frac{1}{\sqrt{(\lambda-\alpha)(\beta-\lambda)}} \quad \lambda \in[\alpha, \beta] .
$$

The formula (24) for the unconstrained extremal measure was first obtained by Buyarov in [2] (for details, see [3]). It was obtained for the constrained extremal measure under rather strong restrictions (see theorem 9.2 from [8] and [4]). It is still an open problem to prove (24) in a general setting. As a corollary of theorems 3 and 5 we have

$$
\begin{equation*}
\lim _{N \rightarrow \infty}\left|P_{[x N], N}(z)\right|^{1 / n}=\exp \left(-\frac{1}{x} \int_{0}^{x} V_{\omega_{\Sigma_{y}}}(z) \mathrm{d} y\right) \tag{25}
\end{equation*}
$$

uniformly on compact subsets of $\overline{\mathbb{C}} \backslash \operatorname{supp}\left(\tau_{x}\right)$ and $x \in[0,1]$.
Now we are ready to state and prove a conditional theorem about ratio asymptotics.
Theorem 6. If the orthogonality measures (12) for the families of discrete orthogonal polynomials (10) satisfy the conditions of theorem 2, with the result that the asymptotic formula (25) is valid, and if uniformly for $z$ belonging to some compact set $K$ and for $x \in[0,1]$ the limit of $P_{[x N]-1, N}(z) / P_{[x N], N}(z)$ exists when $N \rightarrow \infty$, then this limit is given by

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{P_{[x N]-1, N}(z)}{P_{[x N], N}(z)}=\exp \left(U_{\omega_{\Sigma_{x}}}(z)\right) \tag{26}
\end{equation*}
$$

locally uniformly for $z \in \overline{\mathbb{C}} \backslash \operatorname{supp}\left(\tau_{x}\right)$ and $x \in(0,1)$, where $U_{\omega}=V_{\omega}+\mathrm{i} \tilde{V}_{\omega}$ is the complex potential of the measure $\omega$.
Proof. We just give an outline of the derivation of (26) from the existence of the limit on the left-hand side of (26) and from (25). We have for $\tilde{n}=[x N]$

$$
\frac{1}{\tilde{n}} \log \left|P_{\tilde{n}, N}\right|=\frac{1}{\tilde{n}} \sum_{n=1}^{\tilde{n}} \log \left|\frac{P_{n, N}}{P_{n-1, N}}\right|
$$

Using the notation $\tilde{x}=\tilde{n} / N$ we have from (25)

$$
\frac{1}{\tilde{x}} \int_{0}^{\tilde{x}} \log \left|\frac{P_{[x N], N}}{P_{[x N]-1, N}}\right| \mathrm{d} x \rightarrow-\frac{1}{x} \int_{0}^{x} V_{\omega_{\Sigma_{x}}} \mathrm{~d} x \quad \text { as } N \rightarrow \infty .
$$

Therefore if the limit on the left-hand side of (26) exists, then it is equal to the right-hand side of (26).

Finally, from the ratio asymptotics (26) we can deduce the formulae for the limits (15) of the coefficients of the recurrence relation (9).

Theorem 7. If (26) holds, then

$$
\begin{array}{r}
\lim _{n \rightarrow \infty, n / N \rightarrow x \in[0,1]} a_{n, N}=a(x)=\frac{\beta(x)+\alpha(x)}{2} \\
\lim _{n \rightarrow \infty, n / N \rightarrow x \in[0,1]} b_{n, N}=b(x)=\frac{\beta(x)-\alpha(x)}{2} .
\end{array}
$$

Proof. The limits above are an immediate corollary of the ratio asymptotics (26) and recurrence relation (18)

$$
z-a_{n+1, N}=\frac{P_{n+1, N}(z)}{P_{n, N}(z)}+b_{n, N}^{2} \frac{P_{n-1, N}(z)}{P_{n, N}(z)} .
$$

Letting $N \rightarrow \infty$ here and taking into account that for the equilibrium measure of the interval $\left.\Sigma_{x}=\left[\alpha_{( } x\right), \beta(x)\right]$ it is known that

$$
\begin{aligned}
& \exp \left(-U_{\omega_{\Sigma_{x}}}(z)\right)=\Phi(z):=\frac{z-a}{2}+\sqrt{\frac{(z-a)^{2}}{4}-b^{2}} \\
& a=\frac{\beta(x)+\alpha(x)}{2} \quad b=\frac{\beta(x)-\alpha(x)}{4}
\end{aligned}
$$

with the result that $\Phi^{2}-(z-a) \Phi+b^{2}=0$, we obtain the desired formulae.

## 4. Evolution of the spectral data

To find the evolution of the spectral data for the continuum limit, we substitute in the definitions (16) and (17) the evolution of the discrete spectral data (14) from theorem 1. Thus we have for the constraining measure

$$
\begin{equation*}
\sigma(\lambda, t)=\sigma(\lambda, 0) \quad t>0 \tag{27}
\end{equation*}
$$

and for the external field

$$
\begin{equation*}
Q(\lambda, t)=\lambda t+Q(\lambda, 0)-\max _{\lambda}[\lambda t+Q(\lambda, 0)] . \tag{28}
\end{equation*}
$$

The latter follows since (see (14))

$$
\frac{1}{N} \log w_{j, N}(t)=\frac{1}{N} \lambda_{j, N} t+\frac{1}{N} \log w_{j, N}-\frac{1}{N} \log \left(\sum_{k=1}^{N} \mathrm{e}^{\lambda_{k, N} t} w_{k, N}\right)
$$

After rescaling $t \rightarrow N t$ this gives
$\frac{1}{N} \log w_{j, N}(N t)=\lambda_{j, N} t+Q\left(\lambda_{j, N}, 0\right)+\frac{1}{N} \log w_{j, N}-Q\left(\lambda_{j, N}, 0\right)$

$$
-\frac{1}{N} \log \sum_{k=1}^{N} \exp \left[N\left(\lambda_{k, N} t+Q\left(\lambda_{k, N}, 0\right)+\frac{1}{N} \log w_{k, N}-Q\left(\lambda_{k, N}, 0\right)\right)\right]
$$

Letting $N \rightarrow \infty$ and taking $j(N)$ in such a way that $\lambda_{j(N), N} \rightarrow \lambda$, we use the definition of $Q(\lambda)$ (see (17)) and the discrete version of Laplace's asymptotic formula to find

$$
\frac{1}{N} \log \sum_{k=1}^{N} \exp \left[N\left(\lambda_{k, N} t+Q\left(\lambda_{k, N}, 0\right)\right)\right] \rightarrow \max _{\lambda}(\lambda t+Q(\lambda, 0))
$$

Thus, recalling again (17), we arrive at (28) in the continuum timescale.

## 5. The direct problem for the continuum limit

The direct spectral problem for the continuum limit is to find the spectral data $(\sigma, Q)$ if the operator data $a(x), b(x)($ or $\alpha(x)=a(x)-2 b(x)$ and $\beta(x)=a(x)+2 b(x))$ are given. We can solve the direct problem (under a rather strong restriction on the operator data) by combining some known results.

The first step, the determination of the constraining measure $\sigma$, follows from a result of Kuijlaars and Van Assche [9]
Theorem 8. Suppose that $a(x)$ and $b(x)>0$ are continuous on $(0,1)$; then

$$
\begin{equation*}
\sigma^{\prime}(\lambda)=\int_{0}^{1} \omega_{[\alpha(y), \beta(y)]}(\lambda) \mathrm{d} y \tag{29}
\end{equation*}
$$

where

$$
\omega_{[\alpha, \beta]}(\lambda)= \begin{cases}\frac{1}{\pi} \frac{1}{\sqrt{(x-\alpha)(\beta-x)}} & \lambda \in(\alpha, \beta) \\ 0 & \lambda \notin(\alpha, \beta)\end{cases}
$$

We observe that theorem 8 does not contain any additional restriction on the operator data $a(x), b(x)$. However, for the second step (the determination of the external field $Q$ ) we use a known result for some special class of operator data. Following Deift and McLaughlin [4], we assume that the set

$$
\{x \in[0,1]: \lambda \in[\alpha(x), \beta(x)]\}
$$

is an interval for each $\lambda$, which we denote by $\left[x_{-}(\lambda), x_{+}(\lambda)\right]$

$$
\begin{equation*}
\left[x_{-}(\lambda), x_{+}(\lambda)\right]=\{x \in[0,1]: \lambda \in[\alpha(x), \beta(x)]\} \tag{30}
\end{equation*}
$$

Then the following result holds
Theorem 9 (see [8]). Suppose that the continuum operator data $a(x), b(x)$ are such that (30) holds. Then

$$
\tau_{x}^{\prime}(\lambda)=\int_{0}^{x} \omega_{\Sigma_{y}}(\lambda) \mathrm{d} y
$$

is a solution of the extremal problem (20), (21) with external field
$-\frac{1}{2} Q(\lambda)=2 V_{\tau_{x}}(\lambda)-2 \gamma_{x} \quad \gamma_{x}=-\int_{0}^{x} \log b(y) \mathrm{d} y \quad \lambda \in[\alpha(x), \beta(x)]$
and in this case, equation (31) can be rewritten as

$$
\begin{equation*}
-\frac{1}{2} Q(\lambda)=-2 \int_{0}^{x_{-}(\lambda)} g_{[\alpha(y), \beta(y)]}(\lambda) \mathrm{d} y \tag{32}
\end{equation*}
$$

where $g_{[\alpha, \beta]}(\lambda)$ is the Green function of the interval $[\alpha, \beta]$ :

$$
\begin{equation*}
g_{[\alpha, \beta]}(\lambda)=\log \left|\frac{\lambda-a}{2 b}+\sqrt{\left(\frac{\lambda-a}{2 b}\right)^{2}-1}\right| . \tag{33}
\end{equation*}
$$

Thus formulae (29) and (32) give the solution of the direct problem.

## 6. Conclusions

The asymptotic theory of discrete orthogonal polynomials gives some 'justification' (of course not fully rigorous and with some rather strong restrictions) for the following procedure of integration of the system (7) with initial values $\alpha(x, 0)=\alpha(x)$ and $\beta(x, 0)=\beta(x)$ and boundary values $\beta(0, t)=\alpha(0, t)$ and $\beta(1, t)=\alpha(1, t)$.

- Firstly, from the initial data $\alpha(x, 0)=\alpha(x)$ and $\beta(x, 0)=\beta(x), x \in[0,1]$, we obtain by means of the formulae (29), (30), (32), (33) the spectral data at time $t=0$ :

$$
\begin{aligned}
\sigma^{\prime}(\lambda) & =\int_{0}^{1} \omega_{[\alpha(y), \beta(y)]}(\lambda) \mathrm{d} y \\
Q(\lambda) & =-2 \int_{0}^{x_{-}(\lambda)} g_{[\alpha(y), \beta(y)]}(\lambda) \mathrm{d} y
\end{aligned}
$$

where

$$
\begin{aligned}
& \omega_{[\alpha, \beta]}(\lambda)= \begin{cases}\frac{1}{\pi} \frac{1}{\sqrt{(x-\alpha)(\beta-x)}} & \lambda \in(\alpha, \beta) \\
0 & \lambda \notin(\alpha, \beta)\end{cases} \\
& {\left[x_{-}(\lambda), x_{+}(\lambda)\right]=\{x \in[0,1]: \lambda \in[\alpha(x), \beta(x)]\}} \\
& g_{[\alpha, \beta]}(\lambda)=\log \left|\frac{\lambda-a}{2 b}+\sqrt{\left(\frac{\lambda-a}{2 b}\right)^{2}-1}\right|
\end{aligned}
$$

- Next, we apply the evolution on the spectral data by means of formulae (27) and (28)

$$
\begin{aligned}
& \sigma(\lambda, t)=\sigma(\lambda, 0) \quad t>0 \\
& Q(\lambda, t)=\lambda t+Q(\lambda, 0)-\max _{\lambda}[\lambda t+Q(\lambda, 0)]
\end{aligned}
$$

up to time $t>0$.

- Finally, using $\sigma(\lambda, t)$ as the constraint and $Q(\lambda, t)$ as the external field in the extremal problem of the logarithmic potential (20):

$$
W_{Q}\left(\tau_{x}\right)=\inf _{\mu(\mathbb{R})=x, \mu \leqslant \sigma} W_{Q}(\mu)
$$

with

$$
W_{Q}(\mu)=\iint \log \frac{1}{|s-t|} \mathrm{d} \mu(s) \mathrm{d} \mu(t)-\int Q(t) \mathrm{d} \mu(t)
$$

we obtain the interval $\Sigma_{x}$ of the support of equilibrium for the potential of the extremal measure $\tau_{x}$ (see (21))

$$
V_{\tau_{x}}(\lambda)-\frac{1}{2} Q(\lambda) \begin{cases}\geqslant \gamma_{x} & \lambda \in \operatorname{supp}\left(\sigma-\tau_{x}\right) \\ =\gamma_{x} & \lambda \in \operatorname{supp}\left(\sigma-\tau_{x}\right) \cap \operatorname{supp}\left(\tau_{x}\right):=\Sigma_{x} \\ \leqslant \gamma_{x} & \lambda \in \operatorname{supp}\left(\tau_{x}\right)\end{cases}
$$

where

$$
V_{\mu}(z)=\int \log \frac{1}{|z-\lambda|} \mathrm{d} \mu(\lambda)
$$

The extreme points of the interval

$$
\Sigma_{x}(t)=[\alpha(x, t), \beta(x, t)]
$$

are the solution of the problem (7) at time $t>0$.

## 7. An example: Krawtchouk polynomials

Consider the initial data

$$
\begin{align*}
& \alpha(x)=(1-x) p+x(1-p)-2 \sqrt{p(1-p) x(1-x)}  \tag{34}\\
& \beta(x)=(1-x) p+x(1-p)+2 \sqrt{p(1-p) x(1-x)} \tag{35}
\end{align*}
$$

where $0<p<1$. When we plot both functions, we see that they are the lower part $(\alpha)$ and the upper part $(\beta)$ of an ellipse inscribed in the unit square $[0,1]^{2}$. If we take as discrete operator data

$$
\begin{align*}
& a_{n, N}=(N-n) p+(n-1)(1-p)  \tag{36}\\
& b_{n, N}=\sqrt{(N-n) k p(1-p)} \tag{37}
\end{align*}
$$

then clearly

$$
\begin{array}{r}
\lim _{N \rightarrow \infty, n / N \rightarrow x} a_{n, N} / N=(1-x) p+x(1-p) \\
\lim _{N \rightarrow \infty, n / N \rightarrow x} b_{n, N} / N=\sqrt{p(1-p) x(1-x)}
\end{array}
$$

which corresponds to the continuum operator data (34), (35). The discrete operator data (36), (37) contain the recurrence coefficients of the orthonormal Krawtchouk polynomials $k_{n}(\lambda, p, N-1)$, which are orthonormal polynomials with respect to the binomial distribution on $\{0,1,2, \ldots, N-1\}$ (see, e.g., $[6,9]$ ). Therefore, after scaling, the spectrum is $\lambda_{j, N}=(j-1) / N$ and the weights are

$$
w_{j, N}=\binom{N-1}{j-1} p^{j-1}(1-p)^{N-j} \quad j=1, \ldots, N
$$

The direct spectral problem for the initial data is therefore easy in this case. We can now find the evolution of the spectral data, which consists simply of replacing the parameter $p$ by

$$
p(t)=\frac{p \mathrm{e}^{t}}{p \mathrm{e}^{t}+(1-p)} .
$$

Observe that $p(0)=p, \lim _{t \rightarrow \infty} p(t)=1$, and $\lim _{t \rightarrow-\infty} p(t)=0$. For the discrete system this still gives Krawtchouk polynomials but now with parameter $p(t)$. The inverse spectral problem is therefore also easy and gives the operator data (36), (37), but with parameter $p(t)$. The continuum limit finally gives

$$
\begin{aligned}
& \alpha(x, t)=(1-x) p(t)+x(1-p(t))-2 \sqrt{p(t)(1-p(t)) x(1-x)} \\
& \beta(x, t)=(1-x) p(t)+x(1-p(t))+2 \sqrt{p(t)(1-p(t)) x(1-x)}
\end{aligned}
$$

One can indeed verify that they satisfy the system (7) with initial data (34), (35). The initial ellipse rotates and, as $t \rightarrow \infty$, evolves to a straight line through the points $(0,1)$ and $(1,0)$. As $t \rightarrow-\infty$ the ellipse rotates in the anticlockwise direction and evolves to a straight line through the points $(0,0)$ and $(1,1)$. In Maple code, one has

```
> alpha:=x->(1-x)*p+x*(1-p)-2*sqrt(p*(1-p)*x*(1-x));
> beta:=x-> (1-x)*p+x*(1-p)+2*sqrt(p*(1-p)*x*(1-x));
> p:=2/5;
> plot([alpha(x),beta(x)],x=0..1,color=[red,blue]);
[ This gives a plot of the initial ellipse, with p=0.4
> pp:=t->p*exp(t)/(p*exp(t)+1-p);
[ Evolution of the parameter p
> alpha:=(x,t)-> (1-x)*pp(t)+x*(1-pp(t))-2*sqrt(pp(t)*(1-pp(t))*x*(1-x));
> beta:=(x,t)-> (1-x)*pp(t)+x*(1-pp(t)) +2*sqrt(pp(t)*(1-pp(t))*x*(1-x));
> with(plots):
> animate([alpha(x,t),beta(x,t)],x=0..1,t=0..8,color=red);
[ Evolution of the ellipses
```

For this example we did not need to solve the constrained equilibrium problem with external field, since everything was quite explicit here. This constrained equilibrium problem for Krawtchouk polynomials was considered in detail by Dragnev and Saff [6] for the spectral data, and by Kuijlaars and Van Assche (see section 4.4 on pp 186-8 of [9]) for the operator data. The corresponding Toda lattice was also considered as an example by Kuijlaars and McLaughlin [7].
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